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ABSTRACT

Recommender Systems are one of the most successful and widespread ap-

plication of machine learning technologies in business. These are the software

tools used to give suggestions to users on the basis of their requirements. In-

crease in number of options: be it number of online websites or number of

products, it has become difficult for the customer to choose from a wide range

of products. Today there is no system available for banks to provide financial

advisory services to the customers and offer them relevant products as per their

preference before they approach the bank. Like any other industries, financial

service rarely has any like, feedback and browsing history to record ratings of

services. So it becomes a challenge to build recommender systems for finan-

cial services. In this research paper, authors propose a collaborative filtering

technique to recommend various products to the customer in order to increase

the product per customer (PPC) ratio of bank. The advantage of these recom-

mender systems is that it provides better suggestion to the customer based on

his needs/requirements for his/her savings, expenditure and investments.
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1 Introduction

In today’s competitive world, growing customer base and satisfying them is con-

sidered the most challenging task. Traditional retail banks with physical branches

and high headcounts continue to offer valuable services to consumer but with the

increase in digitalisation it becomes a challenge to retain the loyal customers and

attract new customers by coping with the new technologies. With digitalisation in

financial sector, people expect banks to provide service at their doorstep without

being called to the branches. Also with the younger generation i.e. millennial start-

ing with their banking needs, it becomes essential for the financial sector to keep

pace with modernisation.

Big data in the banking and financial services have been responsible for help-

ing to create better customer experiences and also help protect businesses. The

financial sector and banking institutions can benefit from big data by using that

information to customize audience sets by demographic, behaviour, etc. and offer

them personalized products (Gigli et al., 2017). Big data facilitates banks and fi-

nancial institutions to be more specific about product offerings, likely increasing the

chance that the right product will be offered to the right person (Amakobe, 2015).

Recommender systems (Carlos et. al 2015, Kumar et. al 2017) are beneficial

both to the customer as well as the service providers. These were introduced with

the aim of offering products which seems to be more suitable for the customer based

on their past behaviour, purchase patterns, financial status and so on. Big Industries

like Amazon, Netflix and Facebook uses recommender systems for recommending

products, movies and friends to their customers based on the buying behaviour, rat-

ings and browsing history. The existing recommender systems are generally based

on ratings, likes, feedback or browsing data. Banking industry has also started em-

bracing digitalisation and has initiated steps to attract customers. Though these

techniques are quite common in retail segment like Amazon and across online movie

and music industry, this has yet to come strongly into the financial industry. Rec-

ommender Systems help stop attrition of the customers by providing quick financial

advisory services and help them to find the relevant products at a quick glance be it
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mortgage, savings account, stocks and bonds, investments or loans. Today there are

no such recommendation systems available for financial products to help the cus-

tomers find their suitable products. Unlike the retail industry, for banking industry,

ratings, likes, feedback are not available and so a different methodology had to be

derived to find out a single value which represents the ratings of the customers.

Hence, an attempt has been made to propose a recommendation system for

service institutions like bank in this paper. The proposed system makes use of the

customer demography, income, credit–debit transactions, product holdings etc. to

identify customer behaviour and similarity among other customers to provide a very

efficient and effective product offering. This will result in improved customer service

and customer satisfaction thereby increasing the conversion ratio of the leads and

resulting in increased Product per customer (PPC) of the bank.

The organization of the research paper is as follows. The Section 2 provides

a detailed literature survey. The proposed framework for Recommender system

along with the experimental setup for financial analysis is studied in Section 3. The

detailed analysis and the result are presented in Section 4. The last section presents

the conclusion and the recommendations.

2 Literature Survey

A recommender system is a technology that is deployed in the environment where

items (products, movies, events, articles) are to be recommended to users (cus-

tomers, visitors, app users, readers) or the opposite (https:/medium.com/recombee-

blog/recommender-systems-explained-d98e8221f468). Typically, large number of

users and large number of products make it difficult and expensive to know/study

every customer’s preference and offer the right product or to identify the right cus-

tomers for each product. Efficient and effective recommender systems are a solution

to such situations. Recommender systems provide ratings/preference order to the

unrated products based on their past ratings for other products.

Recommender systems (RS) filtering can be categorized into three main ap-

proaches. According to Su and Khoshgoftaar (2009) they are
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1. Content based filtering: Recommends items by matching attributes with other

items that a given user have rated. In content-based recommender systems, a

recommendation is based on the relation between the attributes of items that

a given user has previously rated and items which the user have not yet rated.

2. Collaborative filtering: Collaborative fultering (CF) based systems propose

items based on an analysis of user feedback along with the preferences of

similar users. This additional robustness makes CF the most widely used and

successful RS method. Recommends items by comparing a given user with a

set of users that have rated other items similarly.

3. Hybrid filtering: Recommends items by combining different type of approaches

together. This technique overcomes the drawbacks of content based and collab-

orative filtering technique and improves prediction performance. These have

increased complexity and expense for implementation. Also require additional

data like unstructured data which is not easily available.

The proposed framework makes use of structured data and user-item similarity based

on collaborative filtering technique. Note that, Collaborative filtering (CF) systems

have two main approaches for filtering, namely memory-based and model-based.

Memory-based collaborative filtering techniques also called neighbourhood-based

collaborative filtering includes clustering, user-user and item-item similarity based

CF. The methods are based on the correlations or similarity metrics like cosine, Jac-

card (Bag et. al 2019) between users and items to produce a preference score that

predicts the likelihood of a user acquiring an item in the future and provide corre-

sponding recommendations. User and item-based algorithms are the most common

types of memory-based recommendation methods. User-based methods generate

recommendations according to the similarities between users, whereas item-based

methods compute similarities within a space of items to find strong relationships

with items that have already been rated by an active user. These techniques are

simple and easy to implement. These techniques use the entire dataset to clas-

sify or identify the similarity among customers. The Model-based approach devel-
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ops a model based on the existing user-item ratings thereby taking a probabilistic

approach to calculate the expected value of a user for a particular item. Model

based collaborative filtering approach applies statistical method and machine learn-

ing technique like Neural Network, Singular Value Decomposition, principal compo-

nent analysis etc. for mining the rating matrix. In many cases, the ratings matrix is

sparse as ratings for every user to item may not exist. These techniques work better

with sparse matrix by dimensionality reduction and thereby improve performance.

(Su and Khoshgoftaar (2009) and Vijaya Kumar et al. (2014)).

The study presented here compares the performance of two collaborative filter-

ing approaches i.e. memory-based and model-based, using banking industry data.

Sarwar et al. (2001) and many others have discussed about both memory-based

and model-based techniques in different areas. In this paper, we have implemented

both memory based and model based approach for banking dataset to study the

performance. The performance of each approach was evaluated using offline testing

and user-based testing.

3 Proposed data framework

The proposed framework is to develop recommender systems to offer retail segment

products like loans/deposits/ investments to the banking customers as per their life

cycle or behavioural requirements. The uses of big data in banking industry are

discussed by Amakobe (2015) in the areas of fraud detection, marketing and credit

risk management. In India, banks are offering different products to the customers

based on their eligibility. But for customer satisfaction, offering right products to

the right customers at the right time is more essential. This improves the customer

relationship wherein the customer feels that the bank understands their requirements

and offers the products well in advance even before the customer reaches out to the

bank for his requirements.

In practice, many commercial recommender systems are used to evaluate very

large product sets. The user-item matrix used for collaborative filtering will thus

be extremely sparse and the performances of the predictions or recommendations
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of the CF systems are challenged. The data sparsity challenge appears in several

situations, specifically, the cold start problem occurs when a new user or item has

just entered the system, it is difficult to find similar ones because there is not enough

information (in some literature, the cold start problem is also called the new user

problem or new item problem). New items cannot be recommended until some

users rate it, and new users are unlikely given good recommendations because of

the lack of their rating or purchase history (Su and Khoshgoftaar, 2009). In our

study also, we face data sparsity issue as more than 70% of the customers hold only

Savings bank account with the bank and so the scores for remaining products are

not available.

Banking data is very rich and confidential in the sense that it contains all the

financial details of the customer like income, loans that he has already availed (for

house, education, vehicle etc.), deposits (which shows the liquidity he is holding),

investments, spending pattern etc. The data becomes even richer if we make use

of unstructured data like transaction mining, browsing history of customers, social

media data etc. In this framework we are going to make use of only structured data

i.e. the demographics, product holdings, geography, transaction, external bureau

data etc. in our study.

Experimental setup: The data of specific set of customers from a bank ABC

is considered for the study. Customers getting regular income/salaried in the last

six months were included for the study. Data preparation includes missing value

imputation and outlier detection. For instance: the birth date of a customer may

be a default value or incorrect which gives some unrealistic figure as age or in some

cases the birth date may be missing so in these cases, the missing value imputation

is done either by using the average value or some other technique depending on the

variable. For outlier detection, extreme values are discarded and coerced at 3sigma

values. The Data mining process is done using SQL and SPSS Modeller. After data

preparation, the biggest challenge is to prepare a user-item rating matrix which will

be used as an input for the model. This input matrix has a rating for each customer

– product combination.
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Ratings/score are the heart of recommendation engines. There are two types of

ratings viz. explicit and implicit ratings. Recommender systems that are developed

for movie reviews or for e-commerce sites are based on the ratings /feedbacks/likes

received from the customers known as explicit ratings. Explicit data is one-action

feedback: a single click tells us that a user liked a video or rated a product positively.

Explicit data has its own advantages and disadvantages. These are always more

valuable to businesses as it is given by the user himself and is clear, unambiguous,

and gives a definite picture of the user. But explicit data may also be shallow. Like

if a user provides ratings haphazardly only because it was mandatory to provide

ratings then the ratings become meaningless (Aggrawal, 2016). For example: Many

social media platforms like Face book, twitter etc. have the feature to like a content

displayed but the unlike option is not available. Similarly, it is observed that people

generally do not provide any positive feedback for any services or applications used

but always approach the page for negative feedbacks/complaints. This would result

in biased opinion about the product.

One of the challenges of recommender systems in the wider commercial world is

that one rarely has explicit ratings data. For example in banking sector there is no

concept of providing feedback or rating to a particular product. However, there is

often nontrivial information about the interactions, e.g. clicks, purchases, spending

pattern etc. Such indirect ”ratings” information about user-item interactions is

known as implicit feedback. Modelling implicit feedback is a difficult but important

problem. The main challenge here is to derive the ratings. The accuracy of the

model wholly depends on the ratings and hence at most care has to be given while

deriving the implicit ratings. Here we will be dealing with implicit ratings as explicit

ratings are not available for banking dataset.

Deriving Score: Implicit ratings have to be derived based on the user behaviour/pattern

available. These can be derived either based on some existing document/score

card/parameters for a particular item or based on the significant parameters iden-

tified through feature selection method. We have performed feature selection for

each product separately to identify the significant parameters contributing to each
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Figure 1: Word cloud for housing loan parameters

product. Since the behaviour and requirement of each product is different from each

other, the weightage of parameters and significance may also differ. For example the

parameters found significant for housing loan is shown below in the form of word

cloud (Figure 1). Based on the weightage and significance of parameters, a score is

derived for each product–customer combination. For instance: If a Customer (C1)

has availed a housing loan and his annual income is 16 lakhs whose occupation is

State Government employee, EMI is 30% of his net monthly income, then the rating

for customer C1 for housing loan will be 35 (= weight assigned to income bracket

“¿15 lakhs”) +30 (= weight assigned to state government employees) + 10 (weight

assigned to EMI bracket 20-30%). So the score for pair C1–housing loan will be 75.

Data Set: The input matrix used for experiment consists of 1.4 crore rows and

8 columns i.e. approximately 1.4 crores customers and eight products viz. home

loan, auto loan, personal loan, pension loan, deposit products like recurring deposit,

fixed deposit and investment products like PPF and Mutual Fund. So the input

matrix with implicit rankings should ideally be like the table as mentioned below:

But since in our case, only 20% of the total customers had availed any other product

other than the basic savings bank account, it resulted in a sparse matrix as shown

in Table 2.

4 Methodology

In real life scenario, we may be more interested in identifying the top k preferences

of a customer rather than estimating the rating that he will give to a particular
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Table 1: Input table

User Product

Savings

Account

Home

Loan

Auto

Loan

Personal

Loan

Pension

Loan

Mutual

Fund

PPF Fixed

Deposit

X1 85 56 43 12 32 25 35 43

X2 72 34 23 55 21 44 55 34

— — — — — — — — —

Table 2: Sparse matrix table

User Product

Savings

Account

Home

Loan

Auto

Loan

Personal

Loan

Pension

Loan

Mutual

Fund

PPF Fixed

Deposit

X1 32 0 0 43 0 0 0 0

X2 43 0 0 0 0 0 58 43

X3 67 0 45 0 0 0 0 23

— — — — — — — — —
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product. For instance: the rating a customer may give to a home loan product

based on its features like interest rates etc. may be high but it may not be his

top preference. In this paper we will be discussing the method to identify the top

preferences of a customer based on customer similarity which is also known as the

top-k recommendation problem (Aggarwal, 2016). In this paper we will discuss

about the collaborative filtering techniques for recommending the top-k products to

a customer. Two types of CF techniques viz. memory-based and model-based CF

methods are included in this paper.

Memory based CF further includes: k- means clustering technique to segregate

the heterogeneous set of customers into homogeneous set thereby identifying the

similar set of customers. This method is performed using SPSS Modeller on a system

of 64 bit of 48GB RAM and 1 TB storage capacity. This clustering technique gave

a silhouette score of 0.6. However, the clusters obtained by this technique were not

much differentiable which could be due to sparsity in the data. Thus, clustering

technique does not seem to work well with sparse dataset, which is a drawback of

this method. The next technique within memory-based CF used here is user-user

similarity using Python. This method uses the entire dataset to find similarity

among the customers. But due to huge volume of data, the data could not be

processed and hence data scalability seems to be a drawback for user-user similarity

technique.

Thus major challenges in memory based recommender systems are data sparsity,

scalability, diversity etc. Data sparsity leads to the cold start problem i.e. new

customers with no purchase history. Also, when number of existing users and items

grow tremendously, traditional CF algorithms will suffer serious scalability problems.

These problems can degrade the performance of recommendation process.

To achieve better prediction performance and overcome shortcomings of memory-

based CF algorithms, model-based CF approaches have been investigated. Model

based CF techniques use the rating data to estimate and predicts the top-k prefer-

ences (Su and Khoshgoftaar, 2009). Model based CF algorithms include methods

such as Bayesian belief nets, Markov Decision Process-based CF, Dimensionality
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reduction techniques like Singular Value Decomposition (SVD) that are capable of

handling problems like data sparsity and scalability.

To overcome the drawbacks of memory-based CF i.e. data sparsity and scalabil-

ity, Simon Funk’s Singular Value Decomposition (SVD) technique which is a model

based CF technique is studied in this paper. SVD techniques are dimensionality

reducing techniques and hence are known for predicting the ratings for large scale

data. After its Success in Netflix Price, Simon Funk’s SVD has become a common

approach in dealing with huge sparse matrices. Here, the actual rating matrix (A)

is decomposed into three matrices as below:

A = USIT ,

where U is the latent factors matrix of the users, S explains the relationship between

the latent factors of the user and item, I is the latent factors matrix of the items.

In this case by latent factors we mean characteristics of the user/item.

The resulting dot product calculates the ratings for all user-item pair by minimising

the squared error. That is for each rating, error is calculated as

Eij = Rij − R̂ij .

Using the error values, new values in the User matrix and Item matrix are updated

as below. A regularisation parameter is added to the equation to avoid over fitting

of the generalised model.

Ui = 2α ∗ (A− P ) ∗ Ui; Ui = ith Value in User matrix

Ij = 2α ∗ (A− P ) ∗ Ij ; Ij = jth value in Item matrix,

where α is the learning rate. By multiple iterations, the error is minimized using the

gradient descent function. Thus, the nearest approximation is arrived at and the

item/service with highest rating is offered as the next best product for the customer.

Our dataset is divided geography-wise into 18 data sets. Each data set consists

of approximately 7-8 lakhs data. Only 20% of the customers have availed any other

product other than SB. Therefore, the ratings matrix obtained is sparse and hence to
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deal with data sparsity, Stochastic Gradient Descent (SGD) is used along with SVD

popularly as mentioned above to optimize the ratings and thereby minimizing the

error. SVD predicts the user-item ratings and hence the error between the actual

and the predicted rating value can be calculated. Using the stochastic gradient

descent we try to minimize the error through multiple iterations and obtaining the

local minima value of error giving the nearest predicted value and increasing the

accuracy.

The quality of a recommender system can be decided based on the result of

evaluation and interpretation based on business logic. According to Herlocker et

al. (2004), metrics evaluating recommendation systems can be broadly classified

into the following categories: predictive accuracy metrics, such as Mean Absolute

Error (MAE) and its variations; classification accuracy metrics, such as precision,

recall, F1-measure, and ROC sensitivity; rank accuracy metrics, such as Pearson’s

product-moment correlation, Kendall’s Tau, Mean Average Precision (MAP), half-

life utility, and normalized distance-based performance metric (NDPM). We only

introduce the commonly-used CF metrics Mean Absolute Error (MAE) and Root

Mean Squared Error (RMSE) here. MAE computes the average of the absolute

difference between the predictions and true ratings. The MAE and RMSE are given

by

MAE =

∑
ij |pij − rij |

n
(4.1)

and

RMSE =

√
1

n

∑

ij

(pij − rij)2, (4.2)

where n is the total number of ratings over all users, pij is the predicted rating

for user i on item j, and rij is the actual rating. The lower the MAE betters the

prediction. The RMSE shown in (4.2) amplifies the contributions of the absolute

errors between the predictions and the true values. Both MAE and RMSE do not

have any upper bounds or lower bounds that justify whether the predictive power

or accuracy is good or not. They are only comparable with respect to previous trail

or with any other dataset.
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Figure 2: Plot of RMSE (a) set-1, (b) set-2

(a) (b)

Here Funk’s SVD is performed with 250 iterations and the learning rate and

regularization parameters (Aggrawal, 2016) were finalised based on trial and error

methods. The RMSE values become stable after some iteration as shown in Figures

2 (a) and (b) below. The results are also validated as per business logic and it is

observed that customers with single product i.e. the cold start problem are also

handled well by the algorithm as per their ratings and the suggestions were efficient

enough. For example: A person having a tendency of saving is offered investment

products like FD, Mutual Funds etc., while a person with existing liability product

like home loan may be offered a personal loan. Thus, deriving the score/rating

plays a vital role in recommender systems. Therefore, model based CF using Simon

Funk’s SVD has proved to be providing efficient results.

Table 3 presents the recommendation of the CF algorithm for some select cases.

The table may be interpreted as follows: For user-0, the first preference is item

number 5 (ie. Recurring deposit), the second preference is item number 7 (mutual

fund), and so on. The preference table is shown in Table 4.



Machine Learning Techniques for Recommender Systems 81

Table 3: Recommendation in terms of preferences

User Item0 Item1 Item2 Item3 Item4 Item5 Item6 Item7 Item8

0 54 75 33 12 53 87 10 66 47

1 42 30 13 53 77 10 64 23 87

2 68 74 21 13 10 34 87 58 49

3 41 81 11 63 30 21 72 35 56

4 29 62 74 20 83 30 12 54 41

5 57 60 31 12 23 20 81 73 46

6 40 79 28 10 84 18 57 31 60

7 22 72 ‘62 10 82 17 58 34 40

8 43 55 81 32 14 76 20 27 69

9 41 23 75 20 31 15 86 60 54

10 35 12 26 13 82 66 77 50 45

Table 4: Item preference table

Preference

Item 0 SB

Item 1 Home Loan

Item 2 Car Loan

Item 3 Personal Loan

Item 4 Pension loan

Item 5 Recurring Deposit

Item 6 Fixed Deposit

Item 7 Mutual Fund

Item 8 PPF
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5 Conclusion

The traditional method of offering products to customers without considering their

requirement/preference causes irritation among the customers thereby leading to

dissatisfaction. Collaborative filtering based recommender systems are the latest

techniques that can be used to identify a customer’s preference among certain set

of products. In this paper, we have discussed memory- based and model-based ap-

proaches. In memory-based approach, k-means clustering and user-user similarity

were studied. But because of data sparsity and scalability, these approaches did not

work for the bank dataset. Whereas, the model-based approach helped in dealing

with the data sparsity and scalability and provided efficient results. The proposed

framework will help to provide the right product to the right customer. Thereby, im-

proving the customer relationship and satisfaction with the bank. This also helps in

reducing the customer attrition rate and increasing the product per customer index.

The proposed system though better than the traditional system may have many

shortcomings in case of data gaps like unknown salary, inadequate transaction data

etc. This can be overcome with the help of Collaborative filtering techniques using

big data tools. Capturing the digital footprints of the customer and implementing

Hybrid collaborative filtering may also help in improving the prediction power of

the models. The newer generation customers expect doorstep banking by ways of

digitisation and with increasing levels of expectation they have the tendency of high

attrition rate on getting good offers by the competitors. Therefore it is important to

foresee the customers’ preference and offer the products accordingly to reduce the

attrition rate. Thus Recommender systems can be of huge benefit for the financial

industry by using it wisely to attract customers.

Acknowledgements: Both the authors thank the referee and Editor for their
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